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Background: Noisy Memory Representations Behavioral Memory Experiment

Predictors of Memorability

For illustrative purposes

• Memory representations accumulate noise over time [1]

• Familiarity judgments may be probabilistic, taking into account uncertainty [1]

• Distinctive items are more likely to be remembered [2]

• Language Models provide a continuous representation of sentence meaning

• Prediction: sentences in dense parts of LMs’ meaning space are less likely to trigger 

false alarms on first presentation and more likely to be recognized subsequently

• Distinctiveness — a single scalar predictor computed using sentence 
representations from LMs — predicts empirical recognition memorability, even 
when controlling for word-level memorability


• Distinctiveness w.r.t. both general language statistics and experimental context 
predicts performance; representation uncertainty may explain memory 
performance across timescales

Conclusions

Results
Predictor Description Top Sentence Bottom Sentence

Word 
Memorability Estimated using data from [3] Herbed chevre, pomodoro sauce, basil 

toast.
Not just physically but intellectually, 

emotionally.

SBERT [4] Sentence embedding model with 
strong semantic performance Texas steak dinner on a stick? You've managed to edit a value! 

GloVe [5] Sentence representation that only 
considers word identities

Tantalum, Titanium, Hastelloy, Inconel 
and Monel. You have to make it last.

BERT [6] Hidden Layer 9 Activations A scream spilled from Kylie's lips. And getting better all the time.

GPT-2 [7] Hidden Layer 23 Activations I think it's overblown,’ he said. Nothing you would find very 
remarkable.

ELECTRA [8] Sentence embedding model One, two, three, four, five, six- But those plastic ties are unbreakable.

USE [9] Universal Sentence Encoder: 
Sentence embedding model

Implement continuous and routine 
improvement ideas.

He sneered contemptuously at the 
Daimons.

Sentence

Model 

Representation

We operationalize semantic 
distinctiveness as: average cosine 
distance in model representation 
space to large corpus of sentences

Note: Consistent with the above visualizations, distinctiveness was a significant predictor of memory accuracy and speed when controlling for word-level features, using linear 
regression for item-level accuracy, linear mixed effects models for trial-level reaction time and logistic mixed-effects models for trial-level false alarms. 

Each line = 1 participantEach line = 1 participant

N=500 Prolific participants

2500 target sentences + 1000 fillers
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Mean Accuracy False Alarms

Response Time

Increase in likelihood when including 
target predictor vs. baseline model 

(word level features only)

Each dot is one 
sentence: accuracy 

from half of 
participants 

predicts accuracy 
from other half
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